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Abstract—The paper proposes two new algorithms for the construction of a two-variable Newton-interpolation polynomial, for the special case where we have a rectangular basis with equidistant points. The complexity of the proposed algorithms is better than the ones given in [1] since it is based only on additions. One of the two algorithms is based on matrix multiplications and thus it is easily implemented in programming languages which supports such kind of operations.

I. INTRODUCTION

Interpolation, is the problem of approximating a function \( f \), with another function \( g \) more usable, when its values at distinct points are known. When the function \( g \) is a polynomial we call the method polynomial interpolation. Polynomial interpolation in several variables is a relatively new topic that has received not deep but constant attention from one part of the mathematical community and is today a basic subject of Approximation Theory and Numerical Analysis with applications to many mathematical problems.

Although the one-variable interpolation has always solutions for given \( \text{distinct} \) points, the multivariate interpolation problem through arbitrary given points may or may not have a solution when the number of unknown polynomial coefficients agree with the number of points. An interpolation problem is defined to be poised if it has a unique solution. Unlike the one-variable interpolation problem, the Hermite, Lagrange and Newton-form multivariate interpolation problem is not always poised. However, by selecting a specific location of the interpolation points, we can always have a unique solution. The most known bases of interpolation points for two-variable polynomial interpolation are the triangular and the rectangular basis. The most known methods for multivariate interpolation are: a) the use of a multivariate Vandermonde matrix and its LU factorization [2], b) the Lagrange interpolation [3], [4], c) the Hermite-Birkhoff interpolation [5] d) the Newton-form interpolation [4], [6], [1] and e) the Discrete Fourier Transforms (DFT) techniques or better Fast Fourier Transforms (FFT) [7].

Polynomial interpolation plays a crucial role in a number of applications such as: the calculation of the determinantal polynomial [8], [9], the computation of the transfer function of generalized n-dimensional systems [10], the solutions of polynomial matrix Diophantine equations [11], and the computation of the inverse or the generalized inverse of multivariable polynomial matrices [12], [13], [9], [14].

The Newton multivariate polynomial interpolation can be applied both to triangular and rectangular bases. In the special case where the function \( f \) is polynomial with known upper bound on the degree of \( x \) (resp. \( y \)) let \( k_1 \) (resp. \( k_2 \)), we use the rectangular basis. The difference of the two bases is based on the selection of the sets of the interpolation points. For the triangular basis the set is

\[
S_k = \{(x_i, y_j) \mid i, j \in \mathbb{N}, i + j \leq n\}
\]

and the number of interpolation points is \( \binom{n+2}{2} = \frac{(n+2)!}{2!} \), whereas for the rectangular basis the set is

\[
S_k = \{(x_i, y_j) \mid i = 0, 1, \ldots, k_1 \quad j = 0, 1, \ldots, k_2\}
\]

and the number of interpolation points is \( (k_1 + 1)(k_2 + 1) \) with \( k_1 + k_2 = n \). In that case the computational cost for the construction of the Newton interpolating polynomial is less than the ones with the triangular basis [1] and the interpolation polynomial is given by the following formula:

\[
\tilde{p}(x, y) = p(x, y) = \tilde{X}_p \cdot \tilde{P} \cdot \tilde{Y}_p
\]

where

\[
\tilde{X}_p = \begin{bmatrix}
1 \\
(x - x_0) (x - x_1) \\
(x - x_0)(x - x_1) \cdots (x - x_{k_1-1})
\end{bmatrix}
\in \mathbb{R}[x]^{k_1+1}
\]

and in case \( k_1 > k_2 \)

\[
\tilde{P} = \begin{pmatrix}
p^{(0)}_{1,0} & p^{(1)}_{1,0} & p^{(2)}_{1,0} & \cdots & p^{(k_2)}_{1,0} \\
p^{(0)}_{2,0} & p^{(1)}_{2,0} & p^{(2)}_{2,0} & \cdots & p^{(k_2)}_{2,0} \\
p^{(0)}_{1,1} & p^{(1)}_{1,1} & p^{(2)}_{1,1} & \cdots & p^{(k_2)}_{1,1} \\
p^{(0)}_{2,1} & p^{(1)}_{2,1} & p^{(2)}_{2,1} & \cdots & p^{(k_2)}_{2,1} \\
p^{(0)}_{1,2} & p^{(1)}_{1,2} & p^{(2)}_{1,2} & \cdots & p^{(k_2)}_{1,2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
p^{(0)}_{k_2,0} & p^{(1)}_{k_2,0} & p^{(2)}_{k_2,0} & \cdots & p^{(k_2)}_{k_2,0} \\
p^{(0)}_{k_1,1} & p^{(1)}_{k_1,1} & p^{(2)}_{k_1,1} & \cdots & p^{(k_2)}_{k_1,1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
p^{(0)}_{k_1,2} & p^{(1)}_{k_1,2} & p^{(2)}_{k_1,2} & \cdots & p^{(k_2)}_{k_1,2} \\
p^{(0)}_{k_1,k_2} & p^{(1)}_{k_1,k_2} & p^{(2)}_{k_1,k_2} & \cdots & p^{(k_2)}_{k_1,k_2}
\end{pmatrix}
\in \mathbb{R}^{(k_1+1)(k_2+1)}
\]
where \( p_{i,j}^{(k)} \) with \( i \leq k_1 \) and \( j \leq k_2 \) are given by the recursive type

\[
p_{i,j}^{(k)} = \begin{cases} 
  \frac{p_{i-1,j}^{(k-1)} - p_{i,j-1}^{(k-1)}}{x_i - x_{i-1}} & \text{if } j < k \\
  \frac{p_{i-1,j}^{(k-1)} - p_{i,j}^{(k-1)}}{x_i - x_{i-1}} & \text{if } j \geq k \\
  \frac{y_j - y_{j-1}}{y_j - y_{j-1}} & \text{if } j < k \\
  \frac{y_j - y_{j-1}}{y_j - y_{j-1}} & \text{if } j \geq k \\
  \frac{p_{i-1,j-1}^{(k-1)} - p_{i,j-1}^{(k-1)}}{(x_i - x_{i-1})(y_j - y_{j-1})} & \text{if } j < k \\
  \frac{p_{i-1,j-1}^{(k-1)} - p_{i,j-1}^{(k-1)}}{(x_i - x_{i-1})(y_j - y_{j-1})} & \text{if } j \geq k \\
  \frac{p_{i,j}^{(k-1)}}{p_{i,j}^{(k-1)}} & \text{if } j < k \\
  \frac{p_{i,j}^{(k-1)}}{p_{i,j}^{(k-1)}} & \text{if } j \geq k 
\end{cases}
\]

(4)

In this work, we initially study the form of the above recursive formula (4) in the special case where the interpolation points are equidistant. Then, we try to rewrite this recursive formula in terms of matrix multiplications. Finally, the complexity of the proposed algorithms that come from this special case, is studied and a discussion is given about its implementation in a parallel programming environment. The whole theory is illustrated via a specific example in order to show the difference between the suggested algorithms.

II. THE TWO-VARIABLE NEWTON INTERPOLATION POLYNOMIAL ON A RECTANGULAR BASIS WITH EQUIQUIS INTERPOLATION POINTS

In this section we study the form of the two-variable Newton interpolation polynomial in case where we have a rectangular basis with equidistant interpolation points. Let us consider the set \( S^{(k_1,k_2)}_\Delta \) with

\[
x_i = x_0 + i \cdot h_x \text{ and } y_j = y_0 + j \cdot h_y
\]

(0 \leq i \leq k_1 \text{ and } 0 \leq j \leq k_2)

The points \( x_i \) (resp. \( y_j \)) are equidistant with distance \( h_x \) (resp. \( h_y \)).

**Theorem 1:** Define recursively the differences \( d_{i,j}^{(k)} \):

\[
d_{i,j}^{(k)} = \begin{cases} 
  d_{i,j}^{(k-1)} - d_{i-1,j}^{(k-1)} & \text{if } j < k \\
  d_{i,j}^{(k-1)} - d_{i-1,j}^{(k-1)} & \text{if } j \geq k \\
  d_{i,j}^{(k-1)} + d_{i-1,j-1}^{(k-1)} - d_{i-1,j}^{(k-1)} - d_{i,j-1}^{(k-1)} & \text{if } j < k \\
  d_{i,j}^{(k-1)} + d_{i-1,j-1}^{(k-1)} - d_{i-1,j}^{(k-1)} - d_{i,j-1}^{(k-1)} & \text{if } j \geq k \\
  d_{i,j}^{(k-1)} & \text{if } j < k \\
  d_{i,j}^{(k-1)} & \text{if } j \geq k 
\end{cases}
\]

(5)

with initial values \( d_{i,j}^{(0)} = p_{i,j}^{(0)} \equiv p(x_i,y_j) \) and \( 1 \leq k \leq \max\{k_1,k_2\} \). The relation between the divided differences \( p_{i,j}^{(k)} \) and the differences \( d_{i,j}^{(k)} \) are given below:

\[
p_{i,j}^{(k)} = \frac{d_{i,j}^{(k)}}{i! \cdot h_x^i \cdot j! \cdot h_y^j}
\]

(6)

where \( k = \max\{i,j\} \).

**Proof:** In case \((j < k \land i \geq k)\) the statement

\[
p_{i,j}^{(k)} = \frac{d_{i,j}^{(k)}}{i! \cdot h_x^i \cdot h_y^j}
\]

(7)

holds for \( n = 1 \):

\[
p_{i,j}^{(1)} = \frac{p_{i,j}^{(0)} - p_{i-1,j}^{(0)}}{x_i - x_{i-1}} \equiv \frac{d_{i,j}^{(0)} - d_{i-1,j}^{(0)}}{x_i - x_{i-1}} \equiv \frac{d_{i,j}^{(1)}}{h_x}
\]

Assume that the statement holds for \( n = k - 1 \):

\[
p_{i,j}^{(k-1)} = \frac{d_{i,j}^{(k-1)}}{(k-1)! \cdot h_x^{k-1}} \quad (8)
\]

Then the statement holds for \( n = k \):

\[
p_{i,j}^{(k)} = \frac{p_{i,j}^{(k-1)} - p_{i-1,j}^{(k-1)}}{y_j - y_{j-1}} = \frac{d_{i,j}^{(k-1)} - d_{i-1,j}^{(k-1)}}{(k-1)! \cdot h_y^{k-1}} = \frac{d_{i,j}^{(k)}}{k! \cdot h_y^k}
\]

Similarly, we can prove that in case where \((i < k \land j \geq k)\) we have that

\[
p_{i,j}^{(k)} = \frac{p_{i,j}^{(k-1)} - p_{i-1,j}^{(k-1)}}{y_j - y_{j-1}} = \frac{d_{i,j}^{(k)}}{k! \cdot h_y^k}
\]

In case where \((i \geq k \land j \geq k)\) the statement

\[
p_{i,j}^{(k)} = \frac{d_{i,j}^{(k)}}{k! \cdot h_y^k}
\]

holds for \( n = 1 \):

\[
p_{i,j}^{(1)} = \frac{p_{i,j}^{(0)} + p_{i-1,j-1}^{(0)} - p_{i-1,j}^{(0)} - p_{i,j}^{(0)}}{(x_i - x_{i-1})(y_j - y_{j-1})} = \frac{d_{i,j}^{(0)} + d_{i-1,j}^{(0)} - d_{i-1,j-1}^{(0)} - d_{i,j-1}^{(0)}}{(x_i - x_{i-1})(y_j - y_{j-1})} = \frac{d_{i,j}^{(1)}}{h_x \cdot h_y}
\]

Assume that the statement holds for \( n = k - 1 \):

\[
p_{i,j}^{(k-1)} = \frac{d_{i,j}^{(k-1)}}{(k-1)! \cdot h_x^{k-1} \cdot (k-1)! \cdot h_y^{k-1}}
\]

(9)

Then the statement holds for \( n = k \):

\[
p_{i,j}^{(k)} = \frac{p_{i,j}^{(k-1)} + p_{i-1,j-1}^{(k-1)} - p_{i-1,j}^{(k-1)} - p_{i,j}^{(k-1)}}{(x_i - x_{i-1})(y_j - y_{j-1})} = \frac{d_{i,j}^{(k)} + d_{i-1,j}^{(k)} - d_{i-1,j-1}^{(k)} - d_{i,j-1}^{(k)}}{(k-1)! \cdot h_x^{k-1} \cdot (k-1)! \cdot h_y^{k-1}} = \frac{d_{i,j}^{(k)}}{k! \cdot h_x \cdot h_y}
\]

Note that in each step the computation of the first three parts in (5) can be done independently by taking the advantage of the capabilities of multi-core central processing units. Therefore, the interpolation polynomial given in (1) can be rewritten as follows

\[
p(x,y) = \tilde{X}_d \cdot \tilde{D} \cdot \tilde{Y}_d
\]
where

\[
\hat{X}_d = \begin{pmatrix}
\frac{x-x_0}{h_x}
\frac{(x-x_0)(x-x_1)}{2h_x^2}
\vdots
\frac{(x-x_0)(x-x_1)\cdots(x-x_{k+1})}{k!h_x^k}
\end{pmatrix}
\]

\[
\hat{Y}_d = \begin{pmatrix}
\frac{y-y_0}{h_y}
\frac{(y-y_0)(y-y_1)}{2h_y^2}
\vdots
\frac{(y-y_0)(y-y_1)\cdots(y-y_{k+1})}{k!h_y^k}
\end{pmatrix}
\]

and in case where \(k_1 > k_2\)

\[
\hat{D} = \begin{pmatrix}
d_{0,0}^{(0)} & d_{0,1}^{(0)} & d_{0,2}^{(0)} & \cdots & d_{0,k_2}^{(0)} \\
d_{1,0}^{(1)} & d_{1,1}^{(1)} & d_{1,2}^{(1)} & \cdots & d_{1,k_2}^{(1)} \\
d_{2,0}^{(2)} & d_{2,1}^{(2)} & d_{2,2}^{(2)} & \cdots & d_{2,k_2}^{(2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
d_{k_2,0}^{(k_2)} & d_{k_2,1}^{(k_2)} & d_{k_2,2}^{(k_2)} & \cdots & d_{k_2,k_2}^{(k_2)}
\end{pmatrix}
\]

By setting \(\frac{x-x_0}{h_x} = \tilde{x}\) and \(\frac{y-y_0}{h_y} = \tilde{y}\) in (8) and (9) respectively we get

\[
\tilde{p}(\tilde{x}, \tilde{y}) = \hat{X}_d^T \hat{D} \hat{Y}_d
\]

where

\[
\hat{X}_d = \begin{pmatrix}
\frac{1}{2} \\
\frac{\tilde{x}(\tilde{x}-1)}{2} \\
\vdots \\
\frac{\tilde{x}(\tilde{x}-1)\cdots(\tilde{x}-(k_1-1))}{k_1!}
\end{pmatrix}
\]

\[
\hat{Y}_d = \begin{pmatrix}
\frac{1}{2} \\
\frac{\tilde{y}(\tilde{y}-1)}{2} \\
\vdots \\
\frac{\tilde{y}(\tilde{y}-1)\cdots(\tilde{y}-(k_2-1))}{k_2!}
\end{pmatrix}
\]

In the special case where \(x_0 = y_0 = 0\) and \(h_x = h_y = 1\) we get \(\tilde{x} \equiv x\) and \(\tilde{y} \equiv y\), and thus, the polynomial (11) coincides with the polynomial (8). Based on above we can consider the following algorithm.

**Algorithm 1:** Construction of a Newton interpolating two-variable polynomial \(\tilde{p}(x, y)\) (defined in (8)) for a two-variable polynomial \(p(x, y)\) with known upper bound on the degree of \(x\) (resp. \(y\)) \(k_1\) (resp. \(k_2\)). The number of required interpolation points is \((k_1 + 1)(k_2 + 1)\) and the set of these points is given by \(S^{(k_1,k_2)}_\Delta = \{(x_i, y_j) \mid i = 0, 1, \ldots, k_1, j = 0, 1, \ldots, k_2\}\) with \(x_i = x_0 + i \cdot h_x\) and \(y_j = y_0 + j \cdot h_y\).

**Step 1:** Create the zero order matrix of initial values

\[
\hat{D}_0 = \begin{pmatrix}
d_{0,0}^{(0)} & d_{0,1}^{(0)} & \cdots & d_{0,k_2}^{(0)} \\
d_{1,0}^{(1)} & \cdots & \cdots & d_{1,k_2}^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
d_{k_1,0}^{(k_1)} & \cdots & \cdots & d_{k_1,k_2}^{(k_1)}
\end{pmatrix}
\]

**Step 2:** For \(k = 1\) to \(\bar{n}\), where \(\bar{n} = \max \{k_1, k_2\}\) compute the \(\bar{n}^{th}\)-order matrix of differences given by the recursive form (5)

\[
\hat{D} = \hat{D}_n = \begin{pmatrix}
d_{0,0}^{(\bar{n})} & d_{0,1}^{(\bar{n})} & \cdots & d_{0,k_2}^{(\bar{n})} \\
d_{1,0}^{(\bar{n})} & \cdots & \cdots & d_{1,k_2}^{(\bar{n})} \\
\vdots & \vdots & \ddots & \vdots \\
d_{k_1,0}^{(\bar{n})} & \cdots & \cdots & d_{k_1,k_2}^{(\bar{n})}
\end{pmatrix}
\]

which coincides for example in case where \(\bar{n} = k_1 > k_2\) with the matrix

\[
\hat{D} = \hat{D}_n = \begin{pmatrix}
d_{0,0}^{(k_1)} & d_{0,1}^{(k_1)} & \cdots & d_{0,k_2}^{(k_1)} \\
d_{1,0}^{(k_1)} & \cdots & \cdots & d_{1,k_2}^{(k_1)} \\
\vdots & \vdots & \ddots & \vdots \\
d_{k_1,0}^{(k_1)} & \cdots & \cdots & d_{k_1,k_2}^{(k_1)}
\end{pmatrix}
\]

**Step 3:** The Newton interpolating polynomial is the following:

\[
\tilde{p}(\tilde{x}, \tilde{y}) = \hat{X}_d^T \hat{D} \hat{Y}_d
\]
For \( k=1 \)
\[
\tilde{D}_1 = \begin{pmatrix}
    d_{0,0}^{(0)} &= -2 & d_{1,0}^{(1)} &= 0 \\
    d_{1,0}^{(1)} &= -2 & d_{1,1}^{(1)} &= 12 \\
    d_{2,0}^{(2)} &= -2 & d_{2,1}^{(2)} &= 42
\end{pmatrix}
\]

For \( k=2 \)
\[
\tilde{D}_2 = \begin{pmatrix}
    d_{0,0}^{(0)} &= -2 & d_{0,1}^{(0)} &= 0 \\
    d_{1,0}^{(1)} &= -2 & d_{1,1}^{(1)} &= 12 \\
    d_{2,0}^{(2)} &= 0 & d_{2,1}^{(2)} &= 30
\end{pmatrix}
\]

**Step 3:** The Newton interpolating polynomial is
\[
p(x, y) = \tilde{p}(x, y) = \tilde{X}_d^T \cdot \tilde{D} \cdot \tilde{Y}_d =
\]
\[
= -2 - 2x - 3xy + 15x^2 y
\]

where \( \tilde{D} = \tilde{D}_2 \) and
\[
\tilde{X}_d = \begin{pmatrix}
    1 \\
    x \\
    x(x-1)
\end{pmatrix}; \tilde{Y}_d = \begin{pmatrix}
    1 \\
    y
\end{pmatrix}
\]

**III. An Alternative Algorithm in Terms of Matrix Multiplications**

As we have seen in the previous section, in case where we have a rectangular basis with equidistant interpolation points, the two-variable Newton interpolating polynomial is given by \( \tilde{p}(x, y) = X_d^T \cdot \tilde{D} \cdot Y_d \) with \( \tilde{X}_d, \tilde{Y}_d \) and \( \tilde{D} \) defined in (9) and (10) respectively. The elements of the initial matrix \( \tilde{D}_0 \) are given by the values of the polynomial \( p(x, y) \) on the set \( S_{\Delta(k_1,k_2)} \) i.e. \( d_{i,j}^{(0)} = p(x, y) \). Thus
\[
\tilde{D}_0 = \begin{pmatrix}
    d_{0,0}^{(0)} & d_{0,1}^{(0)} & d_{0,2}^{(0)} & \cdots & d_{0,k_2}^{(0)} \\
    d_{1,0}^{(1)} & d_{1,1}^{(1)} & d_{1,2}^{(1)} & \cdots & d_{1,k_2}^{(1)} \\
    d_{2,0}^{(2)} & d_{2,1}^{(2)} & d_{2,2}^{(2)} & \cdots & d_{2,k_2}^{(2)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    d_{k_1,0}^{(k_1)} & d_{k_1,1}^{(k_1)} & d_{k_1,2}^{(k_1)} & \cdots & d_{k_1,k_2}^{(k_1)}
\end{pmatrix}
\]

According to the recursive type (5) the matrix \( \tilde{D}_k \) with \( k << k_2 < k_1 \) is given by
\[
\tilde{D}_k = \begin{pmatrix}
    d_{0,0}^{(0)} & d_{0,1}^{(1)} & d_{0,2}^{(2)} & \cdots & d_{0,k}^{(k)} \\
    d_{1,0}^{(1)} & d_{1,1}^{(2)} & d_{1,2}^{(3)} & \cdots & d_{1,k}^{(k)} \\
    d_{2,0}^{(2)} & d_{2,1}^{(3)} & d_{2,2}^{(4)} & \cdots & d_{2,k}^{(k)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    d_{k,0}^{(k)} & d_{k,1}^{(k+1)} & d_{k,2}^{(k+2)} & \cdots & d_{k,k}^{(k)}
\end{pmatrix}
\]

We define the square matrix \( B_{n,m} \in \mathbb{K}^{(m \times m)} \) where \( \mathbb{K} = \{-1, 0, 1\} \) with elements given by
\[
b_{i,j} = \begin{cases}
    1 & i = j \\
    -1 & j = i - 1 \land i > k \\
    0 & \text{otherwise}
\end{cases}
\]

For example, if we consider \( k_1 = 3 \) and \( k_2 = 2 \) then for \( k = 1 \) we have two square matrices \( B \) with dimensions \( k_1 + 1 = 4 \) and \( k_2 + 1 = 3 \) respectively
\[
B_{1,4} = \begin{pmatrix}
    1 & 0 & 0 & 0 \\
    -1 & 1 & 0 & 0 \\
    0 & -1 & 1 & 0 \\
    0 & 0 & -1 & 1
\end{pmatrix}
\]

and respectively
\[
B_{1,3} = \begin{pmatrix}
    1 & 0 & 0 \\
    -1 & 1 & 0 \\
    0 & -1 & 1
\end{pmatrix}
\]

Similarly, for \( k = 2 \) we have
\[
B_{2,4} = \begin{pmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 \\
    0 & -1 & 1 & 0 \\
    0 & 0 & -1 & 1
\end{pmatrix}
\]

and for \( k = 3 \)
\[
B_{3,4} = \begin{pmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 \\
    0 & 0 & 1 & 0 \\
    0 & 0 & -1 & 1
\end{pmatrix}
\]

If
\[
\tilde{D}_0 = \begin{pmatrix}
    \tilde{d}_{0,0}^{(0)} & \tilde{d}_{0,1}^{(0)} & \tilde{d}_{0,2}^{(0)} \\
    \tilde{d}_{1,0}^{(1)} & \tilde{d}_{1,1}^{(1)} & \tilde{d}_{1,2}^{(1)} \\
    \tilde{d}_{2,0}^{(2)} & \tilde{d}_{2,1}^{(2)} & \tilde{d}_{2,2}^{(2)} \\
    \vdots & \vdots & \vdots \\
    \tilde{d}_{k,0}^{(k)} & \tilde{d}_{k,1}^{(k)} & \tilde{d}_{k,2}^{(k)}
\end{pmatrix}
\]

then the multiplication \( \tilde{B}_{1,4} \cdot \tilde{D}_0 \cdot (B_{1,3})^T \) gives
\[
B_{1,4} \cdot \tilde{D}_0 \cdot (B_{1,3})^T
\]

or equivalently
\[
\tilde{D}_1 = \begin{pmatrix}
    \tilde{d}_{0,0}^{(0)} & \tilde{d}_{0,1}^{(1)} & \tilde{d}_{0,2}^{(2)} \\
    \tilde{d}_{1,0}^{(1)} & \tilde{d}_{1,1}^{(2)} & \tilde{d}_{1,2}^{(3)} \\
    \tilde{d}_{2,0}^{(2)} & \tilde{d}_{2,1}^{(3)} & \tilde{d}_{2,2}^{(4)} \\
    \vdots & \vdots & \vdots \\
    \tilde{d}_{k,0}^{(k)} & \tilde{d}_{k,1}^{(k+1)} & \tilde{d}_{k,2}^{(k+2)}
\end{pmatrix}
\]

Similarly, the multiplication \( B_{2,4} \cdot \tilde{D}_1 \cdot (B_{2,3})^T \) gives
\[
B_{2,4} \cdot \tilde{D}_1 \cdot (B_{2,3})^T
\]
or equivalently

\[
\tilde{D}_2 = \begin{pmatrix}
  d_{0,0}^{(0)} & d_{0,1}^{(1)} & d_{0,2}^{(2)} \\
  d_{1,0}^{(1)} & d_{1,1}^{(1)} & d_{1,2}^{(2)} \\
  d_{2,0}^{(2)} & d_{2,1}^{(2)} & d_{2,2}^{(2)} \\
  d_{3,0}^{(3)} & d_{3,1}^{(2)} & d_{3,2}^{(2)}
\end{pmatrix} = B_{2,4} \cdot \tilde{D}_1 \cdot (B_{2,3})^T
\]

Finally, the multiplication \(B_{3,4} \cdot \tilde{D}_2 \cdot (B_{3,3})^T\) gives

\[
\begin{pmatrix}
  d_{0,0}^{(0)} & d_{0,1}^{(1)} & d_{0,2}^{(2)} \\
  d_{1,0}^{(1)} & d_{1,1}^{(1)} & d_{1,2}^{(2)} \\
  d_{2,0}^{(2)} & d_{2,1}^{(2)} & d_{2,2}^{(2)} \\
  d_{3,0}^{(3)} & d_{3,1}^{(2)} & d_{3,2}^{(2)}
\end{pmatrix} - \begin{pmatrix}
  d_{0,1}^{(1)} & d_{0,2}^{(2)} \\
  d_{1,1}^{(1)} & d_{1,2}^{(2)} \\
  d_{2,2}^{(2)} \\
  d_{3,1}^{(2)}
\end{pmatrix} = \tilde{D}_3
\]

or equivalently

\[
\tilde{D} = \tilde{D}_3 = \begin{pmatrix}
  d_{0,0}^{(0)} & d_{0,1}^{(1)} & d_{0,2}^{(2)} \\
  d_{1,0}^{(1)} & d_{1,1}^{(1)} & d_{1,2}^{(2)} \\
  d_{2,0}^{(2)} & d_{2,1}^{(2)} & d_{2,2}^{(2)} \\
  d_{3,0}^{(3)} & d_{3,1}^{(2)} & d_{3,2}^{(2)}
\end{pmatrix} = B_{3,4} \cdot \tilde{D}_2 \cdot (B_{3,3})^T
\]

Therefore, we can calculate the final matrix \(\tilde{D}\) of differences by using only matrix manipulation. Based on this observation we can provide a simplified version of Algorithm 1.

**Algorithm 2:** Construction of a Newton interpolating two-variable polynomial \(\tilde{p}(x, y)\) (defined in (8)) for a two-variable polynomial \(p(x, y)\) with known upper bound on the degree of \(x\) (resp. \(y\)) \(k_1\) (resp. \(k_2\)). The number of required interpolation points is \((k_1 + 1)(k_2 + 1)\) and the set of these points is given by \(S^{(k_1, k_2)} = \{(x_i, y_j) | i = 0, 1, \ldots, k_1, j = 0, 1, \ldots, k_2\}\) with \(x_i = x_0 + i \cdot h_x\) and \(y_j = y_0 + j \cdot h_y\).

**Step 1:** \(k = 0\). Based on the values of \(p(x, y)\) at the set of points \(S^{(k_1, k_2)}\) create the zero order table of initial values \(D_0\) which has been defined in (13).

**Step 2:** For \(k = 1\) to \(\tilde{n}\), where \(\tilde{n} = \max\{k_1, k_2\}\) compute the \(\tilde{n}\)th-order matrix of differences with matrix multiplications by the recursive form

\[
\tilde{D}_k = B_{k,k+1} \cdot \tilde{D}_{k-1} \cdot (B_{k,k+1})^T \quad k = 1, 2, \ldots, \tilde{n}
\]

where \(B_{i,j}\) have been defined in (14).

**Step 3:** The Newton interpolating polynomial is the following:

\[
\tilde{p}(x, y) = \tilde{X}_d^T \cdot \tilde{D} \cdot \tilde{Y}_d
\]

where \(\tilde{X}_d, \tilde{Y}_d\) have been defined in (9) and \(\tilde{D} = \tilde{D}\).

The above algorithm can be easily implemented in programming environments that support matrix manipulations, such as, Matlab, Mathematica etc.

**Example 2:** Consider the Example 1. By following the Algorithm 2

**Step 1:** We create the table of initial values

\[
\begin{pmatrix}
  -2 & -2 \\
  -4 & 8 \\
  -6 & 48
\end{pmatrix}
\]

**Step 2:** For \(k = 1\) to \(\tilde{n}\), where \(\tilde{n} = \max\{k_1, k_2\} = \max\{2, 1\} = 2\), compute the \(k\)th order matrix of differences according to the recursive form (15).

For \(k = 1\) the \(1\)st order table of differences is

\[
\tilde{D}_1 = \begin{pmatrix}
  1 & 0 & 0 \\
  -1 & 1 & 1 \\
  0 & -1 & 1
\end{pmatrix} \begin{pmatrix}
  -2 & -2 \\
  -4 & 8 \\
  -6 & 48
\end{pmatrix} \begin{pmatrix}
  1 & 0 \\
  -1 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  -2 & 0 \\
  -2 & 12 \\
  -2 & 42
\end{pmatrix}
\]

For \(k = 2\) the \(2\)nd order table of differences is

\[
\tilde{D}_2 = \begin{pmatrix}
  1 & 0 & 0 \\
  0 & 1 & 0 \\
  -1 & 1 & 1
\end{pmatrix} \begin{pmatrix}
  -2 & 0 \\
  -2 & 12 \\
  -2 & 42
\end{pmatrix} \begin{pmatrix}
  1 & 0 \\
  0 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  -2 & 0 \\
  -2 & 12 \\
  0 & 30
\end{pmatrix}
\]

**Step 3:** The interpolating polynomial is:

\[
p(x, y) = \tilde{p}(x, y) = \tilde{X}_d^T \cdot \tilde{D} \cdot \tilde{Y}_d = -2 - 2x - 3xy + 15x^2y
\]

where \(\tilde{D} = \tilde{D}_2\) and

\[
\tilde{X}_d = \begin{pmatrix}
  1 \\
  x/(x-1)
\end{pmatrix} ; \tilde{Y}_d = \begin{pmatrix}
  1 \\
  y
\end{pmatrix}
\]

**IV. ON THE COMPLEXITY OF THE PROPOSED ALGORITHMS**

According to [1], the total number of computations in Algorithm 1, in case where we use a rectangular basis and random interpolation points with \(k_1 > k_2\) is given by

\[
\tilde{F}(k_1, k_2) = \frac{k_1^2 k_2}{2} + \frac{k_1^2}{2} + \frac{k_1 k_2^2}{2} + \frac{k_1^2}{2} + \frac{k_2^2}{2} + \frac{k_2}{6} \cdot a + \frac{k_2}{6} + \frac{k_k^2}{6} + \frac{k_1 k_2^2}{6} + \frac{k_1^2 k_2}{6}
\]

where \(a\) (resp. \(b\)) is the computational cost of the first and second part (resp. third) of the recursive type (4). In the special case where we have equidistance points the number of computations is the same with the main difference that \(a\) and \(b\) corresponds to less computational cost since the first and second part (resp. third) in (5) requires less operations than the ones in (4) i.e. just one addition in the first and second part and three additions on the third part (no multiplications at all). By assuming that \(a = k = 2\) (worst case) and \(3a = b\) we have

\[
\tilde{F}(k_1, k_2) = \frac{4k_1^3}{3} + \frac{5k_1^2}{2} + \frac{7k_1}{6} \cdot a
\]

and therefore the complexity is \(O(k_1^3)\).

In Algorithm 2 we can rewrite the recursive type (15) as follows

\[
C = B_{k,k+1} \cdot \tilde{D}_{k-1} \quad k = 1, 2, \ldots, \tilde{n}
\]

\[
\tilde{D}_k = C \cdot (B_{k,k+1})^T \quad k = 1, 2, \ldots, \tilde{n}
\]
with final matrix $\tilde{D} = \tilde{D}_{k_1}$ if $\tilde{n} = k_1$. For each iteration in Step 2 of this algorithm, we need two matrix multiplications. Therefore, the number of operations needed for each iteration is $2(k_1 + 1)^3$ multiplications and $2k_1^3$ additions. Thus, for all iterations the complexity is $O(k_1^3)$. We can reduce this complexity by using parallel programming. According [15], [16] we can partition the matrix multiplication in $(k_1 + 1)^3$ fine-grain tasks and with 1-D agglomeration the total calculation time will become

$$T_p = t_c \frac{(k_1 + 1)^3}{p} + T_{comm}$$

where $t_c$ is the time for execution of multiplication or addition, $p$ is the number of processors and $T_{comm}$ is the required time for communication between CPUs and memory. Since we have two matrix multiplications, the total calculation time for all iterations will become

$$T_p = 2 \left( t_c \frac{(k_1 + 1)^3}{p} + T_{comm} \right) k_1$$

Since the matrices $B_{i,j}$ are triangular with elements in $\mathbb{K} = \{-1, 0, 1\}$ we actually don’t need any multiplication. By using this observation we can further reduce the calculation time and the corresponding complexity of Algorithm 2.

V. CONCLUSIONS

A special case, of the two-variable Newton difference algorithm [1], is proposed in this work for a rectangular basis with equidistant interpolation points. The proposed algorithm is presented by two different ways, with the second one based on matrix multiplications. The complexity of both algorithms has proved that is better than the ones given in [1], since it is based only on additions. The second algorithm is very simple for implementation in any software which support matrix manipulations i.e. Matlab, and its complexity can be further reduced by using parallel computations. The proposed algorithms can easily be extended to polynomials with more than two variables. The proposed algorithms can found applications in control theory for the computation of: a) the transfer function of two-variable systems, b) the solution of polynomial matrix Diophantine equations, and c) the generalized inverse of two-variable polynomial matrices. Further work, has to be done: a) in the implementation of Algorithm 2 in a parallel programming environment, and b) on the reduction of operations used in the matrix multiplications due to the special form of the multiplying matrices.
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